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Training a neural network implies finding its

parameters to provide tbe be.st approximation quaﬂq_i.ty The method starts with a regression model derived from EO After studying our regression model and testing
to .known patterns, Wl}lle still being able to precﬁblct a Neural Network of 2 hidden layers using a hyperbola . different variations, we created our first DOE (Figure
reha(lloly when 1faced WEh unktlllown b le)lttlems. lI)n other parabola as an equation. The purpose 1s to measure the 4 3). Th.is design matrix was introduced into our
e vy Paprionaharancfa enden il ssigin - o o v cld
problem this research group proposes applying a random.lzed numbers at cach on.e of the variables of the b T b 4 L ©% ) 4 6 8 incumbent solutions that had the same R* of -17.95%
bicriteria iterative optimization strategy to manipulate regression model. From the variables of the hyperbola = 1 and -25.39%(Figure 4). This 1s our first iteration of
the parameters of a simulation model to arrive at the parabola equation, a design of experiment (DOE) will be = the artificial neural network. After following the
best possible configurations in the presence of several created from which a simulation 1s performed at each o methodology we found a new incumbent solution
performance measures in conflict and find the design point, will be obtaining 142 points, and an initial 8 with an R*2 of 15.0% and 9.51% (Figure 7). As we
incumbent solution 1s obtained. This incumbent solution

parameters 1n search of such balance.

1s the best data point yet, and the Neural Network can be

Figure 3: Central Composite Design of 7 continuous factors ranging from -2

can analyze in Figure 5, after we plot the two

incumbent solution we can 1dentify the best solution
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Iterative Method; Optimization greatly improved, using .th.is p.oint. The nex.t s.t.ep 1s to . o 2. as the new candidate.
gencrate meiamodels orighating flom our infial DOR. = SSE || SSE | 1o riaining | 2 vaiidatior
Introduction In our case, these metamodels are fit regression models ; Training | Validation 5 - e i of | network
o | that are capable of making predictions. After this point, S TR - 1; pa.lser tl?resen st. e rte.unmg 0 ilneurf; ne lef:r
The use of Artificial Neural Networks 1s very 100,000 aleatory combinations are performed using Z " °| 5.7080 2.9050 -17.95% -25.39% Z tOUgh  JIEtalive  Optiiiizdton — tapable OF  HHakiis

predictions with a R* of training of -17.9% and R* of

useful to solve problems like a human brain does,

Figure 4: Initial incumbent solution.

Minitab to predict SSE Training, SSE Validation, and
identify the minimum value. This minimal value 1s going

Validation -25.39%. With our new incumbent solution the

basically they are a system of layers with .. .
4 4 4 4 incumbent Vaiue vs New Generated value value of R? training and validation increased to 15% and

interconnected nodes that works like neurons 1n our 3.50

to be predicted 1n the neural network and compared with

brain. With their connection system, the Neural - the first incumbent solution. Lastly, an algorithm will be =

9.51%, respectively. In 1ts current state, the neural
network 1s functioning as expected. Even though our first
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Network has the ability to learn, generalize and

simulated to 1dentify 1f the new incumbent is best than results were positive, there is still room for improvement.
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improve, arriving with the best possible estimations.

the leading incumbent. We should develop better results as the research

1. Imitial Design of Experiment (DOE), D 0
2. Linear Transformation

SSE Validation
n
o

The underlying optimization objective 1s to create a advances, understanding that we are still in the

1.00

universal approximator that can estimate whatever developmental phase. Taking these first steps and results

input is given, in order to solve multiple and complex 3 , , , : i into consideration, we can conclude that with this
. - 3. Analyzing the responses 1n the Neural Network in : s Lo .
problems 1n the world. : : 0.00 1,00 2.00 3.00 4.00 5.00 6.00 methodology of optimization we can obtain good results
. gy p g
: order to find the first incumbent, I 0 ; SSE Training

The purpose of this statistical research to improve an
already existing optimization strategy 1n order to
incorporate multiple variables, forming complex models -
that can successfully train and optimize our Neural | 6. Pareto Analysis: Sorting the responses to find smallest
Network. values

capable of solving common or complex problems that

4. Generate metamodels from the DOE points 3 * Incumbente  + Valor generado

face humanity each day. Future work includes 1dentifying

)

. Predicted Points: Generating aleatory runs Figure 5: Graph of our incumbent solution vs new candidate originating from

new 1ncumbent solutions with the purpose of adding them
our metamodel.

to the set of available points. The 1teration method will be

repeated until the criteria requires to stop.

Reference

SSE Training | SSE Validation

7. Simulating all points, D 1

Incumbent, I,

8. Compare the candidates with the current incumbent 5.708 2.905

Cabrera-Rios, M., Nifno-Perez, E. and
Méndez-Vazquez, Y. 2015.

Nl Higden Laver Output Laver ; solution : New

9. Evaluate the stopping criteria Candidates
10. If the incumbent changes, add points to DOE and
repeat method starting from step 4

4.114 2.096

Figure 6: Comparison of SSE Training and SSE Validation values between
the incumbent 0 and the new candidates.
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"A  simulation-optimization strategy to deal

stmultaneously with tens of decision variables and

multiple performance measures in manufacturing. "
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Figure 1: Artificial Neural Network with 7 variables. - Applied.optimization@gmail.com

Figure 7: Comparison of R* Training and R* Validation between the
incumbent 0 and the new candidates.
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